Operations research

Matrix Algebra(4&*L  #)

Definition of Matrix
A matrix(#£*) is any rectangular array of numbers with m rows(#]) and n

columns(i7).
Example:
(o .
3 2 4 10 cosf sSino
A= , B= fl, C= , D= ,
6 0 1 01 —-snf@ coso

Q QO o
> O T

are all matrices.
Example: The structural steel plant is expected to earn $4.0 million if the rival firm does not enter

the market and $2.0 million if it does. The stainless steel plant is expected to earn $3.1

million whether or not the competitor enters the market, but the diversified plant will earn

$3.5 million or $2.6 million according to whether or not a competitive plant is erected.
{4.0 31 3.5}

20 31 26

Notation:
If amatrix A has m rows and ncolumns, we cal A an mxn matrix. We refer to

mxn astheorder(F#) of the matrix. Atypicd mxn matrix A nay bewritten as

a; 8, -,
Ay =8, =| 2 2
Qu G o Gy

Remark: If m=n, then the matrix isasquare matrix(= *).

1
Example: A= {4

3
} isan 2x3 matrix.
The number in the ithrow and jth columnof A iscaled the ij th eement(=~ % )(or

entry) of A andiswritten a;.

For example, if

>

I
~N AR
© 0N
© o w

then a,=1, a,=6,and a; =7.
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Definition of Equality

Two matrices A=[a; | and B=[b; | are equal(p #) if and only if A and B are

of thesame order andforall i and j, a;=h;.

1 2
A:{ } and B:{X y}
3 4 W Z

then A=B ifandonlyif x=1, y=2, w=3,and z=4.

For example, if

Remarks:

1. Any matrix with one column may be thought of as a column vector (i= + &). The

number of rowsin a column vector is the dimension of the column vector. Thus,
1
B

may be thought of as a 2x1 matrix or a two-dimension column vector. R™ will
denote the set of all m-dimensiona column vectors.

2. In anaogous fashion, we can think of any matrix with only one row as a row
vector (7] + £).

3. An m-dimensional vector in which all elements equal zero is called a zero vector (%
% £).

4. Any m-dimensional vector corresponds to a directed line segment(> & & R R )

inthe m-dimensional plane.
The Scalar Product (s € ##) of Two Vectors

Suppose we have arow vector t=[u, u, --- u,] andacolumn vector
V1
v=|
v,

of the same dimension. The scalar product (inner product)(p #) of G and v (written
U-v)isthenumber uVv, +u\V,+---+U\V,.
For example, if

N

0=[1 2 3] and v=|1

N

then u-v=12)+2(1)+3(2) =10.
Remark 1: Two zero vectors are perpendicular (€2 ) if and only if their scalar product equals 0.
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Remark 2: 0-v=||d|||[v|cose, where || is the length of the vector 0 and 6 is the angle

between thevectors G and V.

Matrix Oper ations(4& "1 & )

1. TheScalar Multipleof aMatrix(# & k&)
Given any matrix A and any number c, the matrix cA is obtained from the matrix A by
multiplying each element of A by c.

1 2 3 6
Example: If A= ,then 3A=
-1 0 -3 0

2. Addition of Two Matrices(+&* 4p 4t )

Let A=[a | and B=[b;| be two matrices with the same order. Then the matrix
C=A+B isdefinedtobethe mxn matrix whose ij thelementis a; +b, .

1 2 3 -1 -2 -
Example: If A= and B= ,then A+B=
0 -11 2 1 -

3. TheTransposeof a Matrix(i# ¥ 4£*L)
Givenany mxn matrix

0 0O
2 00

& & - &,
Ao a:21 a:22 a?n
G 8np A

thetransport of A (written A')isthe nxm matrix

a, @ v Ay

AT — A, Gy o Ay

&, &, v Gy
1 2 3 L4
Example: If A= ,then A'={2 5
4 5 6 3 6

Remark: (A")" =A
4. Matrix Multiplication(3&* 3k ;)
The matrix product C=AB of A and B isthe mxn matrix C whose ij th element is
determined as follows:
ij thelement of C= scalar product of row i of Axcolumn | of B
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_ 11
112 5 8
Example: If A= and B=|2 3|,then AB=
213 1 2 7 11

'3
Example: If A=

3 6
and B=[1 2],then AB= ,and BA=11
4 4 8

Remark: AB = BA. (not commutative)

Properties of Matrix Multiplication(<&* 3 i 1+ %)
1. Row i of AB= (row i of A)B

IfAzllZandB:
213

Thenrow 2 of the 2x2 matrix AB isequal to

PN R
N W

11
[2 132 3|=[7 1]
1 2

2.Column j of AB= A (column j of B)
Thefirst column of AB is

1
112 5
2=
213 7
1
3. Matrix multiplication is associative. That is, A(BC) =(AB)C.

4. Matrix multiplicationisdistributive. Thatis, A(B+C)= AB+ AC.
Matricesand Systems of Linear Equations( = = #23%)

Consider asystem of linear equations given by

X +aX + X, =h
QX X, + Ay X, =,

B, + X+ B X, =B

Q, &, - &y, X by
Let A= a:zl a:22 af“ . X= X2 . b= bz , then above system of linear
By By, 0 B X, b

m

eguations may bewrittenas Ax=Db.
Example: Consider a system of linear equations given by
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3%, —5X, + 7%, =10

—2% — 4%, + %, =0
X +2X%,+3%, =4
OX — X, + 2%, =3
Then the matrix formis
3 57 10
-2 41 5 0
1 2 3|74
5 -1 2 % -3

Definition of Solution
A solution(f#) to alinear system of m equationsin n unknown is a set of values for
the unknowns that satisfy each of the system’s equations.

For example,

2X, =
x={x1}={l} isasolution to the linear system {XIJF % 5.
X, 2 2% =%, =0

The Gauss-Jordan Method for Solving Systems of Linear Equations
Using the Gauss-Jordan method, we show that any system of linear equations must satisfy
one of the following three cases:
Case 1 The system has no solution.
Case 2 The system has a unique solution.
Case 3 The system has an infinite number of solutions.
Elementary Row Operations
An elementary row operation (ERO)(& # 7i& ¥ ) transforms a given matrix A into a
new matrix A’ viaone of the following operations.
Type 1 ERO:
A" isobtained by multiplying any row of A by anonzero scalar.

1 2 3 4 1 2 3 4

Example A={1 3 5 6|, A=|3 9 15 18
01 2 3 01 2 3

Type 2 ERO:

Forsome j=i,letrow j of Al=c(row i of A)+(row | of A)

1 2 3 4 1 2 3 4

Example A={1 3 5 6|, A=|]1 3 5 6
01 2 3 4 13 22 27

Type 3 ERO:

Interchange any two rowsof A.



Operations research

1 2 3 4 01 2 3
Examplee A={1 3 5 6|, A=|1 3 5 6
01 2 3 1 2 3 4

Finding a Solution by the Gauss-Jordan M ethod
1. Tosolve Ax=b, writedown the augmented matrix A|b.

2. At any stage, define a current row, current column, and current entry. Begin with row 1 as the
current row, column 1 asthe current, and a,, asthe current entry.

@ If &, isnonzero,then use EROsto transform column 1 to

1
0
0
Then obtain the new current row, column, and entry by moving down one row and one
column to the right, and go to step 3.
(b) If a, equals 0, then do a Type 3 ERO involving the current row and any row that
contains a nonzero number in the current column. Use EROs to transform column 1 to
1
0
0
Then obtain the new row, column, and entry by moving down one row and one column
to theright. Go to step 3.
(c) If there are no nonzero numbers in the first column, then obtain a new current column
and entry by moving one column to the right. Then go to step 3.
3. () If the new current entry is nonzero, then use EROs to transform it
to 1 and the rest of the current column’s entries to 0. When finished, obtain the new
current row, column, and entry. If this isimpossible, then stop. Otherwise, repeat step
3.

(b) If the current entry is 0, then do a Type 3 ERO with the current row and any row that
contains a nonzero number in the current column. Then use EROs to transform that current
entry to 1 and the rest of the current column’s entries to 0. When finished, obtain the new
current row, column, and entry. If thisisimpossible, then stop. Otherwise, repeat step 3.

(c) If the current column has no nonzero numbers below the current row, then obtain the new
current column and entry, and repeat step 3. If it isimpossible, then stop.

4. Write down the system of equations A'x=Db" that corresponds to the matrix A’'|b" obtained
when step 3 iscompleted. Then A'x=b" will have the same set of solutionsas Ax=b.

Remark: Ax=b—=25 Ax=b'

Example: Find the solution to the following linear system:
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The augmented matrix representation is

2
1
7

7,

2}
o
2
-3
9

2
-3
% |
9

2
1
7

|

9

%
—7
%

5

1 1 ¥
-1 2|6
-1 2|5

1 1 ¥
3 1
1 2|5

1 1 Y
3 1
-2 3
1
2
0

1
1
0
1
0
1

6

—7

~| 2
~|0
~|0
~lo 1

1

1

2

1

2

7
5
7
1
1

|

-2 %
10 ¥
-
%
%
- %
- %

01
1 001

0

00

10
~10 1

10 O
~/0 1
~10 1 0|2

0 0 1|3

~/0 1
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Hence, the solution of the system of equationsis

x =1
X, =2
X =3
Exercise: Find the solution to the following linear system:
X, — X, + 9%, =—6
3x +3%, — %, =10
X +3X, + 2%, =5
The solution of the system of equationsis
x =1
X, =2
X =-1
Example: Find al solutions to the following linear system:
X +2X, =3
2% +4x, =4
- {1 2‘3} £ro {1 2‘3}
Solution: Since —
2 4|4 0 0|2

Hence, the linear system has no solution.
Example: Apply the Gauss-Jordan method to the following linear system:

X+ X =1

X +X%=3

X +2X,+ X, =4
1 10|1 1 0 -1|-2
Solution: Since |0 1 1|3|—°>|0 1 1|3
1 2 1|4 00 0O

Hence, the linear system has an infinite number of solutions.
Basic Variables and Solutionsto Linear Equation Systems
After the Gauss-Jordan method has been applied to any linear system, a variable that
appears with a coefficient of 1 in a single equation and a coefficient of 0 in al other
equationsiscalled abasic variable (BV) (£ % #).
Any variable that isnot abasic variableis called anonbasic variable (NBV)(2- £ % #k).
Example: Consider

1001 1|3
010202

A b =
001011
0000 O0|O

Then BV:{X11X2’X3} and NBV:{X4’X5}'
Linear Independence and Linear Dependence
A linear combination(s®}+ % &) of the vectors in V is any vector of the form
8
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CV,+C\V, +:--+CV,, where c,C,,---,c arearbitrary scalars.

Example: If V ={[1 2],[2 1]},then

2v,—v,=2[1 2]-[2 1]=[0 3]

v1+3v2=[1 2]+3[2 1]:[7 5]

0v1+3v2=0[1 2]+3[2 1]=[6 3]
are linear combinations of vectorsin V .

Definition of Linearly Independent
A set V of m-dimensional vectors is linearly independent(s 4+ =) if the only

linear combination of vectorsin V that equals O isthetrivial linear combination.
Example: Since ¢[l1 0]+c,[0 1]=[0 OJ<c=c,=0 . Then the set of vectors

V ={[1,0],[0,1]} isalinearly independent set of vectors.
Definition of Linearly Dependent
A set V of m-dimensiona vectors is linearly dependent(sa}+4p i) if there is a

nontrivial linear combination of vectorsin V that addsupto O.

Example: Since ¢[1 2]+c,[2 4]=[0 O0]<>c =-2c,, then there is a nontrivia linear

combination with ¢, =2 and c, =-1. Hence, the set of vector V ={[1,2],[2,4]} isa
linearly dependent set of vectors.

Definition of the Rank of a Matrix
Therank(#%4) of A is the number of vectors in the largest linearly independent subset

of R.
For examples:

1. Therank of 00 is O.
_O O_
11

2. Therank of is 1.
_2 2_
1o

3. Therank of 0 is 2.
0 1

Example Using Gauss-Jordan Method to Find Rank of Matrix

1 00/[100]f100]fto0o0][100O
A=[0 2 1|-|0 1 %|-|0 1 %|~|0 1 %|~|0 1 0|Thus rank A=3.
023/(023/|002/|o0 1|00 1
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Definition of the I nverse of a Matrix

The diagonal elements of asquare matrix arethose elements a; suchthat i=j.

A square matrix for which al diagonal elements are equal to 1 and all nondiagonal
elementsareequal to 0 iscaled anidentity matrix(# =E).

1 00
10
O 1 0
01
01

0

For a given mxm matrix A, the mxm matrix B=A" is the inverse(¥ 4&*¢) of
A if

BA=AB=1_
2 0 -1
Example Let A=| 3 1 2 |.Since
-1 0 1
2 0 -1][1 0 1] [1 0 O]
3 1 2|51 -7|=(010
-1 0 1|1 0 2| |0 O 1
1 0 12 0 -1] [1 0 O]
5 1 -7{/3 1 2|=/0 10
'1 0 2J|-10 1] [0 0 1
1 0 1
then A'=|-5 1 -7
1 0 2
Use the Gauss-Jordan Method to Invert a Matrix
2 5}
Example: A=
13
Solution:
2 5|1 0|1 %|% O] |2 %| % O] |1 %|% 0|12 0|3 -5
L 3]0 1}{1 3|0 J{o %l -% J{o 1-1 2}{0 1‘—1 2}

-1 2

3 -5
Hence, Alz{ }

1 2
Example: Az{ }

2 4

. 1 2|1 0 1 2/1 0
Since ~
{2 4‘0 1} {O 0‘2 J

Hence matrix A does not haveinverse.

10
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1 0 1
Example: Find theinverseof A={2 -2 -1]|.
3 0 O
0 0 X
Solution: At=|-% -% %
1 0 -4

Using Matrix Inversesto Solve Linear Systems
Ax=b=x=A"D

X +3%, =4 X, 4
A= =>A "=
1 3 -1 2

Ll 3 TG

Example: To solve AX =b, where

2X +5x, =7 2 5 7
For example, to solve XES% write the matrix representation: L 3}?%:{}

1 2 3 18

A=13 1 2|,b=|23

2 01 13
% B N -% % —X|18] |5
Solution: Since A =|-% % —%/|,then X=A"b=|-% % -%| 23|=|2
%% % % % % ]13] |3

Definition of Deter minants
Associated with any square matrix A is a number called the deter minants({7 7 3%) of

A (often abbreviated as det A or |A]).

1. Fora 1x1 matrix A=[a,],

|Al:a11
2.Fora 2x2 matrix Az{a11 aﬂ]
& 3y
A= a8, —a,d,

11
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&, &, Qa3
3.Fora 3x3 matrix A=|a, a, a,],

8y Ap 8y

| Al = 8y,8,,845 + 85,8583 + By BsBy, — By38pBy; — ByBsBy; — BBy

Definition of Minor
If A isan mxm matrix, then for any valuesof i and j, the ijth minor (4 %]+)

of A (written A ) is the (m-1)x(m-1) submatrix(+ 4£*L) of A obtained by

deletingrow i andcolumn j of A.

For example,
1 2 3
IfA—456thenA—46and |13
- ’ 27 9 =y 6
7 8 9

Let A beany mxm matrix. We may write A as

a, & Ay
A B By
8y Ay Ay

To compute |Al, pick any valueof i (i=1,2,--,m) and compute |A:

|Al = (_1)i+lai1|A1| + (_1)i+za1'2 |A2| oot (_1)i+maim |Am|

1 2 3
Example: Find |[A for A=|4 5 6
7 8 9
Solution:
|AI:1><‘5 6‘—2x‘4 6‘+3><‘4 5‘
8 9 7 9 7 8
=1x(—3)—2x(—6) +3x(-3)
=0
1 3 2
Exercise: Find |[A for A=| 2 5 -3|.
3 2 -4

12
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A=-1

Property: Invertibility Criterion

If A isasguare matrix,then A hasaninverseif and only if det(A)=0.
Example: Show that the matrix A hasno inverse.
1 20
Ao 0 0O
56 2

2 4009
Solution: Since det(A) =0, thenthematrix A hasnoinverse..

D W b

Definition of Nonsingular and Singular
A matrix is nonsingular if its rank equals both the number of rows and the number of
columns. Otherwise, it issingular.

Theorem

(@ If A isnonsingular, thereisunique nonsingular matrix A suchthat A"A=1=AA™".
(b) If A isnonsingular and B isamatrix for whicheither AB=1 or BA=1,then B=A".
(c) Only nonsingular matrices have inverse.

(d) If |[A#0,then A isnonsingular.

13



