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Eﬁiﬁ%iﬂi This course is Introduction to Statistics for undergraduate students in finance. The
objective of this course is to lay a foundation on statistical methods and time
series analysis for undergraduate students. After the course, students are expected
to be familiar with important concepts and develop basic skills in statistical
methods and time series analysis. In particular, the course pays special attention to
applications in Economics and Finance and thus methods and examples covered
are relevant in Economics and Finance.
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BE T AR ITR st G AR A BRI , To be able to understand
theories and methods of data analysis , 1 [ F% rE 75 A%

2.5EFIR] Excel &atkas 7t BRI IE M , To use Excel to

collect and compile data, and be familiar with various Excel skills , 2 Z&f&E ]
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RERFE R R A G A FH DU LR, To be able to transform data
into analytical information for decision making , 4 &} 53 HT8E
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4 BE AU E BRI it 5 , To be able to present data analysis results
efficiently , 6 PG7%5fEHIAE

5.BE Mk (o B IEREAYSEET 7502 | To be able to identify and use appropriate
statistical methods , 12 #E#E HHEE
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decisions in the context of an international business environment , 13 FEI&H
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1. Random variables: expectation, conditional probability & independence

2. Some special distributions

3. Some special distributions & computer workshop 1

4. The properties of an estimator, Law of Large Numbers (LLN) & Central Limit
Theorem (CLT)

5. Statistical inference & hypothesis testing

6. Maximum likelihood methods

7. Computer workshop 2

8. Stochastic processes: stationarity, autocorrelation & uncorrelated processes
9. AR(1) process & unit-root test

10. MA(1) process & computer workshop 3

11. ARMA models

12. Regression with time series errors

13. Computer workshop 4

14. Summary & coursework presentation
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In this semester we will continue our introduction on basic statistical concepts; in
particular we will look at:

- multivariate (bivariate) data

- simple linear regression




- least-square method

- the analysis of errors from linear regression

- basic probability rules

- basic Bayesian probability methods
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The content of this semester's course should be more difficult than that of previous
semester and so your focus and participation is highly required.




